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Abstract. This paper presents an unusual approach in text mining and feature 

extraction for identifying the era of anonymous texts that can help in the 

examination of forged documents or extracting the time-frame of which an author 

lived. The work and the experiments concern rabbinic documents written in 

Hebrew, Aramaic and Yiddish texts. The documents are undated and do not 

contain any bibliographic sections, which leaves us with an interesting challenge. 

This study proposes a few algorithms based on keyphrases that enable prediction 

of the time-frame of which the authors lived based on the temporal organization 

of references using linguistic patterns. Based on the keyphrases and the citations 

we formulated various types of "Iron-clad", Heuristic and Greedy constraints 

defining the birth and death years of an author that lead to an interesting 

classification task. The experiments that were applied on corpora containing texts 

authored by 12, 24 and 36 rabbinic authors show promising results.  

Keywords: Citation analysis, text mining, Hebrew-Aramaic documents, 

knowledge discovery, time analysis, undated citations, undated documents. 

1 Introduction 

Extracting the era of a book/manuscript and determining who the author who wrote it, 

is very challenging and essential problems, the use of citations can help us to do that. 

Citations provide a lot of important information to studies in different areas such as 

academic, legal and religious. Therefore, extracting and analyzing citations 
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automatically is growing and gaining momentum. Search engines and digitized corpora 

enable identification and extraction of citations. Hence, citation analysis has an 

increased importance. 

The use of citations is not limited to academic papers it is used also in rabbinic 

responsa (questions and detailed rabbinic answers). The citations that includes in 

rabbinic texts are more hard to define and to pull out than citations in academic papers 

because: (1) There is no bibliography at the end of a responsa; (2) The complex 

morphology of Hebrew, Aramaic and Yiddish; (3) NLP in Hebrew Aramaic and 

Yiddish has been little studied; (4) Many citations in Hebrew-Aramaic-Yiddish 

documents are ambiguous; (5) these citations are undated and (6) Plenty of different 

styles and syntactic used to display citations [1]. 

The Semitic languages are substantially different from the Latin languages. Due to 

that, Hebrew, which is Semitic language, will have very different processing from 

English in a variety of linguistic aspects. In Hebrew the writing direction is from right-

to-left which is different from the Latin languages. Also, in Hebrew there are no vowels 

thus there are lots of ambiguous words. For example, the word דלק can be read as Delek, 

which means a fuel or Dalak, which means burned and as well to-chase; another 

example is the word ספר, which can be can be read as Safar, which means counted, or 

Sapar, which means barber, or Sefer which means a book [2]. 

The morphology of Hebrew, compared to the morphology of English, is plentiful. 

Most the function words in English are affixes in Hebrew. The Hebrew has a normal 

form, which called a “root” which has many different forms that sometimes not just add 

characters to it but also change the structure of the root pattern and the meaning of the 

word. (For example, ל+שמש = לשמש (La-Shemesh, which means to the sun (NP)) or 

 .[2] ((Leshamesh, which means to serve (adv)) לשמש

There is relatively a high rate of acronyms and abbreviations in Hebrew texts. The 

number of abbreviations is about 17,000, compared to 40,000 lexical entries in Hebrew 

[3] it is relatively high, hence, another type of ambiguity. In Hebrew Rabbinic texts the 

use of acronyms and abbreviations are by far more plentiful than regular Hebrew texts. 

HaCohen-Kerner et al. [3, 4, 5, 6] construct a system to disambiguate Hebrew and 

Aramaic acronyms for classical Jewish texts, mostly in pre-Modern Hebrew. They used 

an existing dictionary of acronym expansions and with the use of machine learning 

techniques they achieved high accuracy of automatic acronym expansion. 

HaCohen-Kerner et al. [7] showed that manual disambiguation of an acronym is 

greatly time-consuming and even for highly trained human experts it’s a 

challenging task. 

Liebeskind et al., [8; 9;10] addressed the task of thesaurus construction, aiming to 

enable potential users of the Responsa Project to search for modern terms and obtain 

semantically related terms from earlier periods in history. 

They proposed an algorithmic scheme for generating a co-occurrence based 

thesaurus in Morphologically Rich Languages (MRL) and demonstrate its empirical 

benefit for the Hebrew diachronic thesaurus [10]. Then, they introduced a semi-

automatic iterative Query Expansion (QE) scheme that increases recall and the 

effectiveness of lexicographer manual effort [8]. Later, their scheme was extended to 

deal with Multi-Word Expressions [9]. 

This research uses undated citations of other dated authors in order to assess the date 

of undated documents. The assessment based on a several rules of different level of 
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certainty: "iron-clad", heuristic and greedy. The rules are based on citations: (I) typical 

citations with no cue words and (II) citations with cue words such as: "late" ("of blessed 

memory"), "friend" and "rabbi". 

Previous studies in this area [11, 12, 13] were made on: 12 or 24 authors, on two 

different years' intervals and without normalizing the difference between those 

intervals. We expend these studies from several aspects: using a much larger corpus, 

increasing the number of authors, normalizing the amplitudes years (to have a 

comparison) and examine the constants that are part of the heuristic rules. 

This paper is organized as follows: Section 3 presents various constraints of different 

degree of certainty: "iron-clad", heuristic and greedy constraints that are used to 

estimate the birth and death years of authors. Section 4 describes the model. Section 5 

introduces the tested dataset, the results of the experiments and their analysis. Section 

6 summarizes, concludes and proposes future directions. 

2 Related Works 

The first to propose extraction of citation automatically for indexing and analysis from 

academic corpora papers was Garfield [14]. Berkowitz and Elkhadiri [15] pull out titles 

and author names from articles. Giuffrida et al. [16] extract author names from metadata 

of computer science articles by knowledge-based framework. Seymore et al. [17] 

extract author name by hidden Markov models from a small corpus of computer 

science articles. 

Teufel et al. [18] classify citations to their function by extraction automatically the 

citations and their context (the reason for citing the paper). Tan et al. [19] disambiguate 

author of the results of automatically-crafted web searches. Improvement of extracting 

terms using citations has been done. Bradshaw [20] uses a fixed window round citations 

to extract terms. Ritchie et al. [21] improve retrieval effectiveness by selecting text from 

around citations in order to extract good index terms. 

Temporal citation-related problems were done on the traditional Western scientific 

literature. Popescul et al. [22] present an approach for identify and cluster temporal deal 

with hyper-linked scientific texts databases. Kolomiyets et al. [23] and Bethard et al. 

[24] dealt with the issue of creating a timeline, the timeline is for each text on its own 

and relating to that text they create chronological order. Schwartz et al. [25] and Wen 

et al. [26] studied texts on social networks addressing a story/documentation of the 

specific process (medical, etc.) that occurs to individual. 

Many studies in information retrieval have been done on citations (e.g. IR [27; 28; 

21; 29; 30; 15; 2]). However, our study we are addressing much harder issue of citations 

that included in rabbinic texts. Mughaz et al. [13] present's approach of cross generation 

and citation-based method to date undated authors. Their experiment was based on a 

small corpus of only 12 authors and 24 authors. 

3 Citation-Based Constraints 

In this part we show the citation-based formulated rules in order to estimate the birth 

and death years of a writer X (the outcomes point to particular years) based on his texts 
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and on different writers' (Yi) texts who mention X or one of his books. We are assuming 

that the death years and birth years of all writers (Yi) are known, but those of the 

examined writer (X). Now we are giving constants and notions:  X – The author under 

examination, Yi – Other writers, B – Birth year, D – Death year, MIN – Minimal age 

(currently 30) of a rabbinic writer when he starts to write his response, MAX – Maximal 

life period (currently 100) of a rabbinic author and RABBI_DIS – The age gap between 

rabbi and his scholarly student (currently 20). 

The assessment of MIN, MAX, RABBI_DIS constants are heuristic but they are 

reasonable to a typical responsa authors' way of living. There are several types of 

citations: general citations without any cue word and citations with cue words, as: 

"Rabbi", "Friend", and "Late" ("of blessed memory"). The citations are divided to two 

kinds: those who citing living authors and those who citing dead authors. Unlike 

academic papers, the responsa contain much more citations to dead authors than to 

living authors. 

We will introduce citation-based constraints of different degrees of certainty: "iron-

clad" (I), heuristic (H) and greedy (G). "Iron-clad" constraints are absolutely true, 

without any exception. Heuristic constraints are almost always true. Exceptions can 

occur when the heuristic estimates for MIN, MAX and RABBI_DIS are incorrect. 

Greedy constraints are rather reasonable constraints for responsa authors. However, 

sometimes wrong estimates can be drawn while using these constraints. Each constraint 

will be numbered and its degree of certainty will be presented in brackets. 

3.1 "Iron-Clad" and Heuristic Constraints 

First of all, we present two general heuristic constraints based on authors that cite X, 

which are based on regular citations (i.e., without mentioning special cue words, e.g., 

"friend" and "rabbi"). 

General constraint based on authors that were cited by X: 

D(X)>= MAX(B(Yi))+MIN     (1 (H)) 

X must be alive when he cited Yi, so we can use the earliest possible age of 

publishing of the latest born author Y as a lower estimate for X's death year. 

General constraint based on authors that cite X: 

B(X)<= MIN(D(Yi))-MIN     (2 (H)) 

All Yi must have been alive when they cited X, and X must have been old enough 

to publish. Therefore, we can use the earliest death year amongst such authors Yi as an 

upper estimate of X's earliest possible publication age (and thus his birth year). 

General constraints based on references to year Y that were cited by X, later we 

will address it as a "years-feature": 

D(X)>= MAX(Y) + MIN (3 (H)) 

X must be alive when he mentioned the year Y, we can use the most recent year 

referred by X to evaluate the death year of X as estimation for X's death year. 

Because writer, in a lot of cases dos not write until his “last day” we add heuristic 

constant “MIN”. 

106

Dror Mughaz, Yaakov HaCohen-Kerner, Dov Gabbay

Research in Computing Science 147(1), 2018 ISSN 1870-4069



time axis 

 

X 

Y2 

Y3 
Y4 

Y1 

X 

Y3 Y2 

time axis 

Y1 

Y1 
X 

Y3 
Y2 

time axis 

Posthumous citation constraints 

Posthumous constraints estimate the birth and death years of an author X based on 

citations of authors who refer to X as "late" ("of blessed memory") or on citations of X 

who mentions other authors as "late". Fig. 1 describes possible situations where various 

kinds of authors Yi (i=1, 2, 3) refer to X as "late". The lines depict authors' life spans 

where the left edges represent the birth years and the right edges represent death years. 

In this case (as all Yi refer to X as "late"), we know that all Yi died after X, but we do 

not know when they were born in relation to X's birth. Y1 was born before X's birth; 

Y2 was born after X's birth but before X's death; and Y3 was born after X's death: 

D(X)<= MIN(D(Yi))     (4 (I)) 

However, we know that X must have been dead when Yi cited him as "late", so we 

can use the earliest born such Y's death year as an upper estimate for X's death year. 

Like all authors, dead authors of course have to comply to constraint (2) as well. 

Now look at the cases where the author X, we are studying refers to other authors Yi 

as "late". Fig 2 describes possible situations where X refers to various kinds of authors 

Yi (i = 1, 2, 3) as "late". All Yi died before X's death (or maybe X is still alive). Y1 

died before X's birth; Y2 was born before X's birth and died when X was still alive; and 

Y3 was born after X's birth and died when X was still alive: 

D(X)>=MAX(D(Yi))    (5 (I)) 

 

X must be alive after the death of all Yi who were cited as "late" by him. Therefore, 

we can use the death year of the latest-born such Y as a lower estimate for X's 

death year. 

B(X)>=MAX(D(Yi))-MAX    (6 (H)) 

 

 

 

 

 

Fig. 1. Citations mentioning X as "late". 

 

 

 

 

 

Fig. 2. Citations by X who mentions others as "late". 

 
 

 
 

 

 

Fig. 3. Citations by authors who refer to X as their Friend/Rabbi. 
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X may be born after the death year of the latest-dying person, who X wrote about. 

Thus, we use the death year of the latest-born such Y minus his max life-period as a 

lower estimate for X's born year. 

Contemporary citation constraints 

Contemporary citation constraints calculate the upper and lower bounds of the birth 

year of an author X based only on citations of known authors who refer to X as their 

friend/rabbi. This means there must have been at least some period in time when both 

were alive. Fig 3 describes possible situations where various kinds of authors Yi refer 

to X as their friend/rabbi. Y1 was born before X's birth and died before X's death; Y2 

was born before X's birth and died after X's death; Y3 was born after X's birth and died 

before X's death; and Y4 was born after X's birth and died after X's death. Like all 

authors, contemporary authors of course have to comply to constraints 1 and 2 as well: 

B(X)>= MIN(B(Yi))-(MAX-MIN)      (7 (H)) 

All Yi must have been alive when X was alive, and all of them must have been old 

enough to publish. Therefore, X could not be born MAX-MIN years before the earliest 

birth year amongst all authors Yi: 

D(X)<=MAX(D(Yi))+(MAX-MIN)     (8 (H)) 

Again, all Yi must have been alive when X was alive, and all of them must have 

been old enough to publish. Thus, X could not be alive MAX-MIN years after the latest 

death year amongst all authors Yi. 

3.2 Greedy Constraints 

Greedy constraints bounds are sensible in many cases, but can sometimes lead to 

wrong estimates. 

Greedy constraint based on authors who are mentioned by X: 

B(X)>= MAX(B(Yi)) -MIN   (9 (G)) 

Many of the citations in our research domain relate to dead authors. Thus, most of 

the citations mentioned by X relate to dead authors. That is, many of Yi were born 

before X's birth and died before X's death. Therefore, a greedy assumption will be that 

X was born no earlier than the birth of latest author mentioned by X; but because that 

may be at least one case where Y was born after that X was born so we subtract MIN. 

Greedy constraint based on references to year Y that were cited by X, later we will 

address it as a "years-feature": 

B(X)>= MAX(Y) - MINy (10 (G)) 

X reminds years he usually writes the current year in which he wrote the document 

or several years before. Most of the time the maximum year, Y, reduces MIN is larger 

than X's born year because of that the “MIN” in (10 (G)) cannot be as the “MIN” in the 

other constraint so is “MINy” (currently 60). 

Greedy constraint based on authors who refer to X: 

D(X)<= MIN(D(Yi)) - MIN   (11 (G)) 

108

Dror Mughaz, Yaakov HaCohen-Kerner, Dov Gabbay

Research in Computing Science 147(1), 2018 ISSN 1870-4069



As mentioned above, most of the citations mentioned by Yi relate to X as dead. 

Therefore, most of Yi die after X's death. Therefore, a greedy assumption will be that 

X died no later than the death of the earliest author who refers to X minus MIN. 

Constraints refinements 9-11 are presented by constraints 12-17. Constraints 12-14 

are due to X citing Yi and Constraints 15-17 are due to Yi citing X. 

Greedy constraint for defining the birth year based only on authors who were cited by 

X as "late": 

B(X)>= MAX(D(Yi)) -MIN      (12 (G)) 

When taking into account only citations that are cited by X, most of the citations, 

relate to dead authors. That is, most of Yi died before X's birth; in addition, an author 

doesn't write from his birth but usually until near his death. Therefore, a greedy 

assumption will be that X was born no earlier than the death of the latest author 

mentioned by X minus MIN. 

Greedy constraint for defining the birth year based only on authors who are mentioned 

by X as a "friend": 

B(X)<= MIN(B(Yi)) + RABBI_DIS   (13 (G)) 

When taking into account only citations that are mentioned by X, which relate to 

contemporary authors, a greedy constraint can be that X was born no later than the birth 

of the earliest author mentioned by X as a friend. Because many times older author is 

mentioning young author as a friend we need to add RABBI_DIS. 

Greedy constraint for defining the birth year based only on authors who are mentioned 

by X as a "rabbi": 

B(X)<= MIN(B(Yi)) + RABBI_DIS   (14 (G)) 

When taking into account only citations that are mentioned by X, which relate to 

contemporary authors, a greedy constraint can be that X was born not later than the 

birth of the earliest author mentioned by X as a RABBI. Because of the age difference 

between the rabbi and his student is about 20 years we need to add RABBI_DIS. 

Greedy constraint for defining the death year of X based only on authors who cited X 

as "late": 

D(X)<= MIN(B(Yi)) + MIN         (15 (G)) 

When taking into account only citations that are mentioned by Yi who relate to X as 

"late", a greedy assumption can be that X died no later than the birth of the earliest 

author who cited X as "late" and because author doesn't writes from his birth we need 

to add MIN. 

Greedy constraint for defining the death year of X based only on authors who cited X 

as a "friend": 

D(X)>= MAX(D(Yi)) - RABBI_DIS  (16 (G)) 

When taking into account only citations that are mentioned by Yi who cited X as a 

friend, all Yi must have been alive when X was alive, and all of them must have been 

old enough to publish and many times older author is mentioning young author as a 

friend but the opposite never happen. Therefore, a greedy assumption will be that X 
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died no earlier than the death of the latest author who cited X as a friend minus 

RABBI_DIS. 

Greedy constraint for defining the death year of X based only on authors who cited X 

as a "rabbi": 

D(X)>= MAX(D(Yi)) - RABBI_DIS  (17 (G)) 

It is the same principle as the constraint for defining the born year but because hear 

the student mention the rabbi we need to reduce RABBI_DIS. 

3.3 Birth and Death Year Tuning 

Application of the Heuristic and Greedy constraints can lead to anomalies, such as an 

author's decease age being unreasonably old or young. Another possible anomaly is that 

the algorithm may yield a death year greater than the current year (i.e. 2014). Therefore, 

we added some tuning rules: D – death year, B – born year, age = D-B. 

Current Year: if (D > 2016) {D = 2014}, i.e., if the current year is 2014 the 

algorithm must not give a death year greater of 2014.  

Age: if (age > 100) {z = age – 100; D = D – z/2; B = B + z/2} if (age < 30) {z = 30 

– age; D = D + z/2; B = B - z/2}. Our assumption is that an author lived at least 30 years 

and no more than 100 years. Thus, if the age according to the algorithm is greater than 

100, we take the difference between that age and 100, then we divide that difference by 

2 and normalize D and B to result with an age of 100. 

4 The Model 

The main steps of the model are presented below. Most of these steps were processed 

automatically, except for steps 2 and 3 that were processed semi-automatically. 

1 Cleaning the texts. Since the responsa may have undergone some editing, we must 

make sure to ignore possible effects of differences in the texts resulting from 

variant editing practices. Therefore, we eliminate all orthographic variations. 

2 Normalizing the citations in the texts. For each author, we normalize all kinds of 

citations that refer to him (e.g., various variants and spellings of his name, books, 

documents and their nicknames and abbreviations). For each author, we collect all 

citation syntactic styles referred to him and then replace them to a unique string. 

3 Building indexes, e.g., authors, citations to "late"/friend/rabbis and calculating the 

frequencies of each item. 

4 Citation identification into various categories of citations, including 

self- citations. 

5 Performing various combinations of "iron-clad" and heuristic constraints on 

the one hand, and greedy constraints on the other hand, to estimate the birth and 

death years for each tested author. 

6 Calculating averages for the best "iron-clad" and heuristic version and the best 

greedy version. 
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5 Experimental Results 

The documents of the examined corpus were downloaded from the Bar-Ilan 

University’s Responsa Project1. The examined corpora contain 24,111 responsa written 

by 36 scholars, averaging 670 files for each scholar. These authors lived over a period 

of 250 years (1765–2015). These files contain citations; each citation pattern can be 

expanded into many other specific citations [12]. 

The citation recognition in this research is done by comparing each word to a list of 

339 known authors and many of their books. This list of 25,801 specific citations that 

relate to names, nick names and abbreviations of these authors and their writings. Basic 

citations were collected and all other citations were produced from them. 

We divide the data into three sets of authors documents (1) 12 scholars: containing 

10,561 files, 880 files on average for each scholar spread over 135 years (1880–2015); 

(2) 24 scholars: containing 15,495 files, 646 files on average for each scholar spread 

over 229 years (1786–2015) (the set of 24 authors contains the set of 12 authors); and 

(3) 36 scholars: containing 24,111 files, 670 files on average for each scholar spread 

over 250 years (1765–2015) (the set of 36 authors contains the set of 24 authors). The 

research question (prediction of birth and death years of authors based on undated 

citations) that we face is relatively novel. 

                                                           
1
 The Global Jewish Database (The Responsa Project at Bar-Ilan University). 

Http://www.biu.ac.il/ICJI/Responsa. 

Table 2. Death average distance. 
 

Table 1. Birth average distance.  

without years-feature.  without years-feature.  

Friend Rabbi Late 
No 

refinement 

 
Friend Rabbi Late 

No 

refinement 

# of 

authors 
  

Age const 
no 

tuning 
Age 

 
Age Age const Age 

12 

Iron + 

Heuristi

c 

28.3 45.1 41.5 43.1  26.32 37.5 60.97 46.56 

Age const 
no 

tuning 
Age 

 
Age Age const Age 

24 

24 32.7 19.9 23.98  26.13 28.58 33.65 34.93 

Age Age 
no 

tuning 
Age 

 
Age Age const Age 

36 

17 20 18.2 17.72  19.6 23.39 27.63 31.47 

Age Age Age Age  Age const Age Age 
12 

Greedy 

23.9 38.2 31.8 30.53  28.37 25.28 39.85 30.22 

Age Age Age Age  Age Age Age Age 
24 

24.9 32.1 22.9 30.68  15.71 17.46 19.98 15.28 

Age Age Age Age  Age Age Age Age 
36 

17.8 20.4 22.3 19.68  14.4 14.24 20.51 12.46 
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Thus, there is no basis for comparison to assess the accuracy of the results. Because 

of this we use the distance function, i.e., we will measure the distance between the real 

birth and death years of the authors and the assessments of the algorithms in order to 

evaluate the results. 

Because we have three groups of authors; each one with a different span of years, as 

mentioned before, we have to normalize the results in order to compare between them. 

The results of the original 12 authors are multiplied by 1.85 when compared to the 

results of 36 authors (the amplitude years of 12 authors is 135, the amplitude years of 

36 authors is 250, result 250 / 135 ~ 1.85), we did the same for the set 24 authors (the 

amplitude years of 24 authors is 229, the amplitude years of 36 authors is 250, result 

250 / 229 ~ 1.09). 

The results that appear in the following tables, each table shows results of two 

algorithms - Iron+Heuristic (sub-section 3.1) and Greedy (sub-section 3.2). Each 

algorithm was performed on three groups of authors: 12 authors, 24 authors, and 36 

authors. For both algorithm executions there are results containing estimated years of 

birth and death. The results shown in the tables are the best birth/death date deviation 

results. In every quarter table there are four columns: a deviation without refinement, a 

deviation with the “Late” refinement, with the “Rabbi” refinement, and with the 

“Friend” refinement (Section 3). 

In addition, we used two manipulations - Age and Current year (sub-section 3.3). 

The bold cells contain the best results. The following four tables contain the results of 

the evaluations of birth and death years of the two algorithms, i.e., the Greedy algorithm 

and the Iron+Heuristic algorithm, with the use of the years-feature (see (3 (H)) and 

(10(G))), total of 96 results. 

The Age manipulation gives the best results with 76% for all refinements, in both 

algorithms, with or without constants, i.e. in the two tables (73/96=0.76). It doesn’t 

necessarily mean that to all the authors Age manipulation was done, but for some of 

them it was necessary. 

This manipulation is effective, because it is only used when estimate is erratic; 

therefore, a manipulation is necessary and usually it improves the results. For example, 

in the Greedy algorithm, when using years with the "Rabbi" refinement for 36 authors, 

the estimated birth years and death years are improved in 44 results out of 72 (29 for 

birth year estimates and 15 for death year estimates); the average improvement estimate 

was 15.9 years for all 72 results (36 birth years and 36 death years). 

In the Iron+Heuristic algorithm, when using the years and “friend” refinements for 

36 authors, the estimated birth years and death years are improved in 45 results out of 

72 (22 for birth year estimates and 23 for death year estimates); the average 

improvement estimate was 11.13 years for all 72 results (36 birth years and 36 death 

years). To summarize, the Age manipulation is very helpful for the birth and death 

year reckoning. 

First, we will analyze the algorithms from a general perspective, consistency; there 

are two aspects in terms of consistency: (1) at the level of the best results of the Iron+ 

Heuristic/Greedy algorithms for birth/death year assessments and (2) at the level of a 

specific refinement. (1) Are the best results of the 36 authors are better than the best 

results of the 24 authors and also are the best results of the 24 authors are better than 

the best results of the 12 authors? (2) For each specific refinement, is the result of the 
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36 authors better than the result of the 24 authors and for the same refinement, is the 

result of the 24 authors is better than result of the 12 authors. 

In the Iron+Heuristic algorithm there is an almost complete consistency in the two 

aspects, namely the more authors and more information the deviation results become 

better. For example, from the first perspective, in table 2 the best result of 36 authors is 

17.72, the best result of 24 authors is 19.92, and the best result of 12 authors is 28.33; 

the more authors the better the predictions. Example for the second perspective, in table 

2 with the Rabbi refinement, the best result of 36 authors is 20.03, the best result of 24 

authors is 32.73, and the best result of 12 authors is 45.13. 

There is one case of inconsistency at the Iron+Heuristic algorithm in table 3 with the 

friend refinement, where the result became worse but with a relatively small deviation 

(about 1.1). However, compared with the Iron+Heuristic algorithm, in the Greedy 

algorithm there is greater inconsistency in both levels. For instance, from the first 

aspect, table 4 shows that the best result of 36 authors is 20.98, the best result of the 24 

authors is 22.87, and the best result of 12 authors is 19.8; from the second aspect, 

reviewing table 4 in the Rabbi refinement, the best result of 36 authors is 24.98, the best 

result of 24 authors is 27.23, and the best result of 12 authors is 23.9. 

A possible explanation is that the Greedy algorithm is an intuitive therefore its 

consistency is "not his forte"; In contrast, the Iron+Heuristic algorithm is 

mathematically "committed" (up to the heuristics) and therefore it is much more 

consistent. In conclusion, the more information the Iron+Heuristic algorithm is more 

stable and more consistent. 

Table 4. Death average distance. 
 

Table 3. Birth average distance.  

with years-feature.  with years-feature.  

Friend Rabbi Late 
No 

refinement 

 
Friend Rabbi Late 

No 

refinement 

# of 

authors  
  

Age const 
no 

tuning 
Age 

 
Age Age const Age 

12 

Iron + 
Heuristic 

28.3 34.3 22.5 18.35  26.32 60.78 58.28 63.52 

Age Age 
no 

tuning 
no tuning 

 
Age Age const Age 

24 

25.3 33.1 20.1 14.4  27.47 33.64 31.72 42.96 

Age Age 
no 

tuning 
no tuning 

 
Age Age const Age 

36 

17.7 20.2 18.2 12.86  21.18 30.89 26.1 38.67 

Age Age Age Age  Age const const Age 
12 

Greedy 

23.9 35.8 32.6 19.89  28.67 22.82 24.36 23.67 

Age Age Age Age  Age const Age const 
24 

27.2 31.2 22.9 25.55  16.74 15.44 12.38 12.67 

Age Age Age Age  Age Age Age const 
36 

25 28.7 21 23.44  15.35 14.17 11.35 11.63 
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When we use the Iron+Heuristic algorithm in order to evaluate the birth years we 

can see from tables 1 and 3 that unequivocally that the friend refinement always gives 

the best results compared to the other refinements whether we use the years-feature or 

whether we do not. It is arises from formula (7(H)), that the output of the core of 

formula (7(H)), i.e., MIN(B(Yi)), is much closer to the real birth year so that the use of 

a constant in (7(H)), i.e., (MAX-MIN), will lead to better results relative to the 

other refinements. 

For example, in formula (7(H)), (which serves the Rabbi refinement and the friend 

refinement) the MIN(B(Yi)) of the Rabbi refinement is less than the  MIN (B(Yi)) of 

the friend refinement (usually the Rabbi of X born before the friend of X), therefore, 

the average results of  the Rabbi refinement will not be as good as the results of the 

friend refinement; similarly in the "late" refinement in formula (6(H)). As opposed to 

the Iron+Heuristic algorithm, the Greedy algorithm does not have consistency. 

In the Greedy algorithm, the best result of the set of 12 authors was obtained using 

the friend refinement; the best results of sets of 24 and 36 authors, were obtained 

without the use of years-feature are using “no refinement” and with the use of years-

feature are using the "late" refinement. 

Although the Iron+Heuristic algorithm is more stable and consistent, the results of 

the Greedy algorithm are better (both with and without the use of the years-feature). 

When we analyze the differences between the numerical results of the two algorithms, 

we see that the results of the Greedy algorithm are better in all cases except two cases 

Table 6. Death average distance Table 5. Birth average distance 
 

without years, Mughaz et al. 

[13]. 
without years, Mughaz et al. [13]. 

 
Frien

d 
Rabbi Late 

No 

refinement 
Friend Rabbi 

Lat

e 

No 

refinement 

# of 

authors 
  

33.87 45.57 31.19 45.25 23.79 51.15 
93.

43 
49.29 12 Iron + 

Heuris

tic 23.14 28.53 16.54 26.4 24.94 35.27 
44.

8 
37.68 24 

23.03 38.28 32.01 29.91 33.09 39.38 
54.

33 
31.01 12 

Greed

y 
26.76 32.15 22.91 30.78 22.32 26.74 

30.

25 
24.45 24 

Table 8. Death average distance Table 7. Birth average distance 
 

without years, Current results. without years, Current results. 
 

Friend Rabbi Late 
No 

refinement 
Friend 

Rabb

i 
Late 

No 

refinemen

t 

# of 

authors 
  

28.33 45.13 41.47 43.1 26.32 37.5 60.97 46.56 12 Iron + 

Heuristic 23.98 32.73 19.92 23.98 26.13 28.58 33.65 34.93 24 

23.9 38.16 31.84 30.53 28.37 25.28 39.85 30.22 12 
Greedy 

24.89 32.09 22.87 30.68 15.71 17.46 19.98 15.28 24 
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of 12 authors with the friend refinement (a difference average of 2.2 years, for the 

two cases). 

The average years’ deviation without the use of years-feature for the Greedy 

algorithm is 23.7 and for the Iron+Heuristic algorithm is 30.34. The average years’ 

deviation with the use of years-feature for the Greedy algorithm is 21.93 and for the 

Iron+Heuristic algorithm is 30.28. 

When we are considering only the best results for each set of authors, without the 

use of the years-feature in the Iron+Heuristic algorithm the average years’ deviation is 

23 and in the Greedy algorithm the average years’ deviation is 19.59; i.e., the results of 

the Greedy algorithm are more accurate. When we use the years-feature, the years’ 

deviations of the Iron+Heuristic and the Greedy algorithms are 20.1 and 18.38, 

respectively. In conclusion, the numerical results of the Greedy algorithm are better but 

the results of the Iron+Heuristic algorithm are more stable and consistent. 

Current research versus previous research 

In this research, various additions are presented comparing to Mughaz et al. [13] (We 

are competing with [13] and not with 12 or 11 because 13 is the advanced among them): 

1 There are three corpora of responsa composed by 12, 24 and 36 authors, instead of 

tow corpora (12 and 24 authors),  

2 There is a use of three different time intervals instead of only two (Certainly we 

normalize the results accordingly), 

Table 10. Death average distance Table 9. Birth average distance 
 

with years, Mughaz et al. [13]. with years, Mughaz et al. [13]. 
 

Friend Rabbi Late 
No 

refinement 
Friend Rabbi Late 

No 

refinement 

# of 

authors  
 

33.95 32.23 31.27 17.99 23.72 74.55 93.5 94.25 12 Iron + 

Heuri

stic 25 25.99 16.54 14.39 26.79 45.24 44.8 59.04 24 

23.03 35.41 32.33 19.53 33.09 76.8 54.33 95.79 12 Greed

y 28.51 31.31 22.91 25.62 25.85 42.67 30.25 54.36 24 

Table 12. Death average 

distance 
Table 11. Birth average distance  

without years, Current results. without years, Current results.  

Friend Rabbi Late 
No 

refinement 
Friend Rabbi Late 

No 

refinement 

# of 

authors  
 

28.33 34.3 22.51 18.35 26.32 60.78 
58.2

8 
63.52 12 

Iron + 

Heuristic 
25.3 33.1 20.05 14.4 27.47 33.64 

31.7

2 
42.96 24 

23.9 35.77 32.61 19.89 28.67 22.82 
24.3

6 
23.67 12 

Greedy 

27.23 31.22 22.87 25.55 16.74 15.44 
12.3

8 
12.67 24 
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3 We analyzed the stability and consistency of the two algorithms, 

4 We checked and used different values of constants where at Mughaz et al. [13] 

they use the same values of constants, 

5 We extend the formula of "years-feature", i.e., (3 (H)) and (10(G)). 

Mughaz et al. [13] examined a corpus, which includes 15,450 responsa where 10,512 

responsa of them were written by 12 scholars and 15,450 responsa were written by 24 

scholars. In this research, the corpus contains 24,111 responsa where 10,561 responsa 

of them were written by 12, 15,495 responsa were written by 24 scholars, and 24,111 

responsa written by 36 scholars. The 15,450 responsa used in Mughaz et al. [13] are 

included this research. 

When we consider the results of Mughaz et al. [13] study versus the results of the 

current study we see that we have improved 44 results out of 64 results (of 12 and 24 

authors), i.e., an improvement of 69%. In more details: The Iron+Heuristic algorithm 

presents better results of 5.49 years on average (for all the 36 experiments); with using 

the years-feature the results are better in 7.39 years on average, without using the years-

feature the results are better in 3.6 years on average. In 22 cases out of 36 the results 

are better and in 14 cases are worse. 

The Greedy algorithm presents better results of 10.2 years on average (for all the 36 

experiments); with using the years-feature the results are better in 16 years on average, 

without using the years-feature the results are better in 4.39 years on average. In 30 

cases out of 36 the results are better and in 6 cases are worse. 

6 Summary, Conclusions and Future Work 

We investigate the estimation of the birth and death years of the authors using undated 

citations referring to them or written by them. This research was performed on a special 

case of documents (i.e., responsa), where special writing rules are applied. The 

estimation was based on the author's documents and documents of other authors who 

refer to the discussed author or are mentioned by him. To do so, we use various kinds 

of iron-clad, heuristic and greedy constraints. 

In this research we show an improvement of 44 results out of 64 results, i.e., an 

improvement of 69%.The examination of the estimation of the birth and death year 

indicate that the Greedy algorithm has been obtain better results than of the 

Iron+Heuristic algorithm but the stability and consistency Iron+Heuristic algorithm 

is better. 

Regarding the estimation of the birth and death years of an author X, it is important 

to point that citations mentioned by X or referring to X are more suitable to assess the 

"birth" and "death" writing years of X rather than his real birth and death years. 

This model can be applied with suitable changes to similar research problems that 

might be relevant for some historical document collections. 

We plan to improve the assessment of the birth and death years of authors by: (1) 

Combining and testing new combinations of iron-clad, heuristic and greedy constraints, 

(2) Improving existing constraints and/or formulating new constraints, (3) Defining and 

applying heuristic constraints that take into account various details included in the 

responsa, e.g., events, names of people, concepts, special words and collocations that 
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can be dated, (4) Conducting additional experiments using many more responsa written 

by more authors is supposed to improve the estimates, (5) Checking why the iron-clad, 

heuristic and greedy constraints tend to produce more positive differences, and (6) 

Testing how much of an improvement we got from a correction of the upper bound of 

D(x) and how much we will at some point use it for a corpus with long-dead authors. 
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